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Action‘ §
Challenges of DRL development in control engineering =
B Training of deep reinforcement learning (DRL)-Agents in pure simulation 1. Offline Training 2. RCP Training 3. HIL Tralning / Valldation
environments ignores the realistic behavior and phenomena that cannot be - Simplitied environment - Simplified environment - Complex & more realistic
. . . - |dentification of RL - HW-Agent / interfaces environment
depicted or implemented due to its complex nature parameters

— More complex models of a power system increase simulation time, leading
to slower training speed

Action 4. Laboratory / Field
| L - Real application

|

B Putting non-trained DRL-Agents into real power systems can disturb power
system security. Online learning is not practical for security-critical energy

' Controllable
operation. RLC Loads

MV/LV
Substations

|

Control Room

N

Design Phases for close-to-real DRL Agent Training and Validation

To form a stable and well-trained DRL-Agent as a supervised-level controller for
distributed energy resources (DER) grid components, the design phases to develop
a DRL-Agent are proposed. Each step transfers its outcomes to the next one, giving
robustness to the process and increasing gradually the quality of the training. This
ensures not just a development from implementation to application with a higher
degree of realistic behavior, but also a better representation of the environment.
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Figure 1. Systematical Approach of DRL-Agent Integration into the Field

1. Offline Implementation and Pre-Training
— Pure DRL implementation in a simulation environment Real-Time Simulator Host Monitor Host RTS
— Pre-Training in simplified simulation environment
» Determination of: type of agent, ANN sizes, hyper-parameters, ...
2. Advanced Rapid Control Prototyping Training e, v
— Pre-trained agent implemented in real hardware (HW) controller -
— Training and inference in simplified simulation environment '
» Evaluation of HW performance and virtual interfaces
3. Hardware-in-the-Loop Training and Validation
— Pre-trained HW-agent in detailed emulated real-time environment o AR
— Online training and inference with real-time feedback -

> Validation of agent in a close-to-real environment and physical interfaces (- SR

b ]

4. Laboratory and Field application
— Integration of HW-agent in real environment
— Additional training possibility in a real field

Figure 2: Online HIL Training and Validation Setup
» Validation of the real application

Ergebnisse
vl | | e ] e — v
Iy === e e ot 800 e p e o uret
085 6 8 St];li;l!s 6 _B 5 5.0 5 oom 5 5.0 5 0
....... iz : 35 ; I
] :; rsj |
xxxxxx 2 4 6 8 st];:ls 12 14 16 18 tens
| " | " |
. f:r.us: _ —— tapdown . f::z: — tapdown
false E false
Offline Training RCP Training Online HIL Training and Validation
Gefordert durch:
HESSEN .. ®
. ah -7
- Hessisches Ministerium
e Hossisches Mint SPOTLIGHTS ~ Fraunhofer

und Kunst IEE



	Foliennummer 1

